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Abstract 

 Microaneurysms (MAs) identification is a critical step in diabetic retinopathy screening.    
Diabetic retinopathy is a major cause of blindness and microaneurysms are the first clinically 
observable manifestations of diabetic retinopathy. This paper describes a new digital image-
processing algorithm for microaneurysm diagnosis in digital retinal images for diabetic 
retinopathy patients. The recorded 90000 pixels have been extracted from 135 color retinal 
images which have formed a learning data set of Microaneurysms and non-Microaneurysms. 
This our learning data set sample includes 50000 Microaneurysm pixels and 40000 non- 
Microaneurysm pixels. After a color normalisation and contrast enhancement preprocessing 
step, the color retinal image is segmented using Pixel-Level Microaneurysms Recognition and a 
Dynamic Thresholding technique. Then, the segmented regions were classified into two disjoint 
classes, Microaneurysms and non-Microaneurysms.  

Having high precision, this approach demonstrates that computer assisted diagnosis 
removes many problems in the analysis with manual detection. The proposed approach was 
realized with full implementation of programming languages. Here, 135 retinal images were 
analyzed among which 70 images showed abnormalities (i.e. include DR), while in 65 cases the 
conditions were normal. Finally, in step test using classifier neural network, the system 
achieved (in percent)  98.5 sensitivity, 96.9 specificity features and 97.7 accuracy.  
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Introduction   

 

Ophthalmology is almost entirely dependent on recognizing patterns of disease in visual 
images. In recent years advances in computer technology demonstrated that there are methods 
for pattern recognition of complex images, such as those produced from the eye. With some 
success, features of diabetic retinopathy can be detected from digital images of the retina, thus 
aiding screening of diabetic patients for retinopathy. Computational mathematical algorithms 
and artificial neural network programs have been used to achieve the recognition of the retina 
with or without retinopathy, along with the detection of important parts of the fundus images, 
such as of the blood vessels, fovea and optic disc. Diabetic retinal disease was chosen in this 
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study because it is the most common cause of blindness, with a considerable social and 
economic impact of diabetic retinopathy screening. 

According to the American Diabetes Association, 18.2 million of the American population, 
which constitutes 6.3% of the total population, has diabetes. In the United States alone, diabetes 
is responsible for 8% of legal blindness, making it the leading cause of blindness in people 
between 20 and 74 years of age [1-3]. In the reference [4] the author suggested an automated 
screening system for diabetic retinopathy for prompt diagnosis. Since the disorders exhibited in 
the early stage do not affect the vision, detection of the disease right at its onset can be done 
only if regular eye examination of the diabetic patients is performed. 

This paper proposes an automated screening system that would detect early signs of non- 
proliferative diabetic retinopathy (NPDR). The contributions of this paper are twofold: (a) 
automated detection methods based on image processing for identifying lesions related to DR, 
and (b) a decision support system (DSS) for automated DR screening. Classification schemes 
for deducing the presence or absence of DR are developed and tested. A univariate approach 
has been devised to test the suitability of the classification mechanism with respect to the 
detection of retinopathy. Classification is performed by test data subjected to unsupervised 
learning. This approach has been developed for one particular feature, but the feature space can 
be extended depending on the number of disorders needed to be detected. The detection rule is 
developed based on binary-hypothesis testing problem, with simplification to  the yes/no 
decisions. An analysis of the performance of the Bayes optimality criteria applied to DR is also 
presented. 

The test data for the classification scheme is composed of the real retinal images obtained 
from Lions Eye Research Center at LSU, New Orleans. The data contains retinal images that 
belong to either background retinopathy, maculopathy, or preproliferative retinopathy. The DSS 
framework focuses mainly on microaneurysms as these are the early signs of DR and are 
present at all the stages as the disease progresses from mild to severe NPDR. The DR screening 
results obtained from the DSS are compared with the physician’s diagnosis to measure the 
system’s sensitivity. 

Regular screening by an eye specialist is important for early detection and treatment of 
diabetic retinopathy. The care of diabetic retinopathy requires screening large number of 
patients (approximately 30,000 individuals per million of the total population [5,6]). Diabetic 
retinopathy screening may reduce the risk of blindness in these patients by 50% and can provide 
considerable cost savings to public health systems [7,8]. Screening has been shown to be cost 
effective [9], but there is insufficient number of ophthalmologists to screen all diabetics [10]. 
Most methods, however, require identification of retinopathy by expensive, specifically trained 
personnel [11]. 

Microaneurysms Identificatin 

An automated screening system for diabetic retinopathy consists of the following three stages as 
described below. In the first stage, the image is enhanced to obtain adequate illumination 
normalization and contrast. The second stage involves image-based feature detection and 
analysis, that is, identifying the patterns of interest using image processing methods. Image 
segmentation, edge/boundary detection, shape, and texture analysis are some of the techniques 
commonly used in image processing for pattern detection purposes. Finally, the algorithm 
classifies the pixels using a neural network discriminant. 
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Pre-processing of Color Retinal Images 
 

 Enhancement of color images is a difficult task, not only because of the added dimension of 
data but also due to the added complexity of color perception. In order to further develop a  
color image enhancement, input color coordinates of each pixel are 
independently transformed into another set of color coordinates. The local 
contrast enhancement technique has been used to enhance color retinal images 
in this paper, which is shown  in Fig. 1. 

    
(A) color retinal image                  (B) After local contrast enhancement 

Fig. 1. Retinal images  (A) before and (B) after local contrast enhancement. 

Figure 1. shows that the local contrast enhancement technique is very effective for enhancing 
color retinal images, because after  this stage  MAs became  clearly shown. 

Feature extraction 

 

 The next stage consists of representing the features in the feature space and analyzing the 
features jointly in order to characterize the image, as a whole, in terms of retinal disorders. The 
abnormal features detected by the feature analysis, which provides very useful information such 
as the location, size, center, and other geometrical aspects of the features. This information 
needs to be analyzed in the feature space in order to reduce the ambiguities that are common in 
any image analysis. Due to the large amount of literature on edge detection, only the important 
techniques that provide optimum edge detection and edge operators applied in this work are 
here mentioned. Many works have been performed in obtaining an optimum edge detection 
operator. Most are based on Canny’s theory: good detection, good localization, low-response 
multiplicity of an optimum filter for step edge detection [12]. Since the Canny edge detector is 
widely used, this work is aimed at using the Canny criteria for a given edge model. Space-check 
has combines all the three of Canny’s criteria into one performance measure and simplifies the 
differential  equation  that  yields the  optimum filter. In this paper, because static thresholding  
removes the least likely MAs candidates  and  it is set to be low,  an MAs erroneously discarded 
at this point can not be counted  later on. A Dynamic Thresholding  instead of  a static  
threshold is used because of the fact that Dynamic Thresholding uses more features (i.e. color, 
shape, size and intensity  features) to identify whether a pixel is MA or not. However, these 
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kinds of  Thresholding (static and dynamic) reduce the amount of editing needed after image 
segmentation. But dynamic thresholding performance is better for extracting pixels from 
images. Image segmentation by Dynamic Thresholding is a powerful approach for images 
containing solid objects which are distinguishable from the background or other objects  wit 
respect of pixel intensity values. The Dynamic Thresholding was bounded to  T1 ≤ T ≤ T2. The 
values T1 and T2 have been found experimentally: T1= 14 and T2=19 [20].   

 Classification 

The final stage involved the development of a classification scheme that classifies the given 
retinal images according to abnormalities present in the retinal images and severity that they 
exhibit. Confidence levels needed to be estimated using statistical methods for all the estimates. 
Discriminating functions and algorithms (Neural Networks - NN) for distinguishing images 
based on the features present in the image need to be developed. 

Neural networks are particularly suited to problems whose solution is complex and difficult 
to specify. They can process an abundance of data from which a response can be learned. With 
the ability to interpolate from previous learning, a neural network can achieve high levels of 
generalization and give the correct response  to  data  that were not previously encountered. 
Neural Networks began with the pioneering work of McCulloch and Pitts (1943) [13].  A  new  
approach  to  the pattern-recognition problem was introduced by Rosenblatt (1958) [14] in his 
work on the perceptron. Then an important problem encountered in the design of a multilayer 
perceptron was first treated by Minsky (1961) [15]. The backpropagation (BP) algorithm was 
developed by PaulWerbos [16] in 1974. 

A neural network consists of individual neurons. Each neuron in a neural network acts as 
an independent processing element. Inputs and interconnection weights are processed by a 
summation function (typically a weighted summation) to yield a sum that is passed to a 
nonlinearity function, called the transfer function (typically a sigmoid). 

The output of the nonlinearity is the output of the neuron. A neural network may consist of 
multiple layers of neurons interconnected with other neurons in the same or different layers. A 
neuron’s connection topology with other neurons may vary from fully connected to sparsely or 
even locally connected. Each layer is referred to as either an input layer, a hidden layer, or an 
output layer. Neural networks must ‘learn’ how to process inputs before they can be utilized in 
an application. The process of training a neural network involves adjusting the input weights on 
each neuron such that the output of the network is consistent with the desired output. This 
involves the development of a training file, which consists of data for each input node and the 
correct or desired response for each of the network’s output nodes. Once the network is trained, 
only the input data are provided to the network, which then  ‘recalls’ the  response  it ‘learned’ 
during training. 

While significant research [17,18] has been carried out in the field of extracting vessels and 
abnormalities from retinal images, a comprehensive framework for automated screening using 
statistical framework and feature analysis has not been developed so far in the research 
community. The author achievement of 90000 pixels have been extracted from 135 color retinal 
images which have formed a learning data set of Microaneurysms and non-Microaneurysms. 
This our learning data set sample includes 50000 Microaneurysm pixels and 40000 non- 
Microaneurysm pixels. Then 41000 Microaneurysm pixels and 29000 non- Microaneurysm 
pixels were taken for training set; and 9000 Microaneurysm pixels and 11000 non- 
Microaneurysm pixels that  are usually unseen by the system, were taken as the validation set. 
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Each classifier was quantitatively evaluated by independent unseen test sets. Table 1.  
indicates the Microaneurysms and non- Microaneurysms sample points used for the cross 
validation scheme. 
 

         Method 
      Microaneurysm     

        sample points       

Non-Microaneurysm  
sample points 

   

     Training set             41000                29000 

     Validation set             9000                11000 

      Overall             50000                      40000 
 

Table 1.  Microaneurysm and non-Microaneurysm pixel numbers  for training and validation. 

 

Each classifier’s performance is measured based on confusion matrices in terms of 
correctly classified  Microaneurysms and Non-Microaneurysms as follows: 

 
    

    MA

Number of Microaneurysmpixels correctly classified
E

Total number of Microaneurysm pixels
   (1) 

 
     

     Non

Number of non Microaneurysmpixels correctly classified
E

Total number of non Microaneurysm pixels



 (2)   

 

According (1) and (2), E MA  and E Non  represent the classifier’s generalization ability 

percentage to predict the new unseen Microaneurysm or Non-Microaneurysm test pixels 
correctly. We also measured the overall classification ability of each classifier by averaging the 
measures as follows (3): 
 

 
2

MA Non
o

E E
E


  (3) 

Resulits  

In this paper we applied 135 retinal images where 70  image were abnormal (i.e. include DR) 
and 65 image were normal. This work started with the development of  pre-processing 
techniques to improve image quality. The color contrast enhancement technique provided a use 
of a new technique called “local contrast enhancement”, which leaves the color contents of the  
enhanced image unaltered [19]. However, the contrast enhancement technique 
not only enhances the image, but also enhances the noise to be eliminated (if the 
image contains noise). The images after pre-processing were evaluated by 
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ophthalmologists who used a subjective scoring method in a marked fashion 
and every image is divided into relatively small regions with roughly similar 
contrast by local contrast enhancement technique. Also, Dynamic Thresholding 
technique  and Pixel-Level Microaneurysms Recognition have been used in the 
stage of  image segmentation. 

A back-propagation Neural Network has been used here. This type of neural network has 
been selected because there is a large amount of input/output data available, but no knowledge 
on how to relate them to the output. Almost 90000 pixel was achieved from above images. Each 
pixel of a fundus image was classified as Microaneurysms or non - Microaneurysms. Pixel 
classification is often a desirable objective in medical imaging. We are here interested in 
supervised classification methods, which consist of  the two major stages. 

 the learning (training) stage, and 
  the testing stage 

Therefore, our classifiers should have the ability to form a decision boundary that 
minimizes the amount of misclassification for both pixel classes. Objects in an image can be 
represented in terms of dimensional feature vectors such as intensity, color, size, and shape 
which were used within the segmentation stage. The pixel classification approach to our retinal 
images can be regarded as a labeling process in which the goal is to assign to each pixel in the 
image a unique label that represents an anatomical-pathological structure. Feature selection is 
an important step in image analysis process. Fig. 2 shows that the proposed approach represents 
a new image which enters the system (DRDS), so that we are able to identify image's type 
(Normal or DR)  by Artificial Intelligence Algorithms (AIA) and image processing algorithms 
(IPA). 
 

 
  Retinal images 
 

 
 

Fig. 2. Descriptive model of the proposed system (DRDS) 

Figure 3 shows Microaneurysms for the training stage with the marked extract from  the 
image. Figure 4 shows Segmentation results based on pixel level in which colour is one of the 
most important properties that humans use to discriminate between objects. 
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Fig. 3. Original image                                     Fig. 4. Image after segmentation 
 

The development of a statistical based pixel-level Microaneurysms recognition approach 
uses color information to classify the retinal Microaneurysms  consequently after classification 
stage. The obtained results shown in Table 2 suggest that by biasing the classifier towards DR 
detection, it is possible to achieve 98.5% sensitivity, although at reduced specificity of 96.9 %.;  
accuracy  is 97.7% with 2.13 FP per image. Since sensitivity implies the presence of 
abnormality, this biasing towards sensitivity is reasonable.    
 

 

Classifier 
 

Threshold        
Accuracy 

 
     Sensitivity 
 

Specificity 
 

 
BP-NN (15  hidden) 
 

 
  (T=0.5)            
97.7% 
 

 

        98.5% 

 

    96.9% 

Table 2.  MLP neural networks accuracy for   pixel-based classification 

Discussion 

The number of microaneurysms presented here reflects the severity of diabetic retinopathy 
which serve to predict future disease progression. Furthermore, these findings suggest a simple 
and objective measure that can be useful in monitoring treatment response for diabetes control. 
Measuring the turnover of MAs is more difficult than determining the absolute number of MAs; 
however, this measuring provides data about the dynamic nature of the disease that are not 
conveyed by the absolute count. It is not yet known whether the turnover data, for instance the 
number of newly formed MAs, would provide a better indicator of disease progression, but 
intuitively it is likely to do so.  The previous research on microaneurysms identification mainly 
relied on greylevel information and on small dataset of retinal images. 

The proposed algorithm can be divided into three steps. The first step consists in image 
enhancement, shade correction and image normalization of the green channel (green channel 
has most information of image than other channels). The second step aims at detecting 
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candidates, i.e. all patterns possibly corresponding to MA, which is achieved by diameter 
closing and an automatic threshold scheme. Then, features are extracted, which are used in the 
last step to automatically classify candidates into real MA and other objects; the classification 
relies on a kernel density estimation with variable bandwidth [20]. 

Although further evaluation of this algorithm on larger populations is still required, these 
results are promissing. Any serious form of DR is unlikely to be missed and this should make 
ophthalmologists confident in using this automatic method; the moderate number of FP should 
not increase too much the burden of image grading. The algorithm limitations can be 
summarized as: a) The proposed algorithm makes uses of the isolated microaneurysms color to 
characterize reddish regions. b) It cannot represent the color of all the microaneurysms found in 
images. A possible solution for this problem may be to detect microaneurysms in different 
regions of the image and then use their color to localize the others. Additionally, despite the 
enhanced appearance of the MAs provided by the preprocessing techniques, the diversity of 
MA brightness and size makes it difficult for an automatic algorithm to detect all MAs. The 
MAs usually appear in groups and therefore missing some of the very faint microaneurysms is 
not critical. However, when there are only few very faint MAs in the retina, our proposed 
algorithm may have limited performance. 

Conclusions   

In summary, an automated system for quantifying MA was developed and compared with 
manual measurements. The automated system was fast and was shown to be reliable, making it 
suitable for processing studies containing large numbers of images. The system also worked 
with color retinal  images. The automated system may have a value in a screening context, in 
treatment  evaluation, or for research on the dynamic nature and behavior of the MA population. 
In this paper, we have presented a method of automatic detection of MAs, based on Dynamic 
Thresholding and Neural Network (NN) for automatic classification. The algorithm was tested 
on a set of 135 images and we obtained a sensitivity of 98.5%  and specificity of 96.9% ; 
accuracy was 97.7% with 2.13 FP per image. 
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